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ABSTRACT   

A new spectroscopic technique for remote molecular detection is presented. Chirped Laser Dispersion Spectroscopy 
(CLaDS) uses a two-color dynamic interferometric heterodyne detection to measure optical dispersion caused by 
molecular transitions. The dispersion sensing is based on measurement of instantaneous frequency of an optical 
heterodyne beatnote which provides high immunity to optical power fluctuations. Thus CLaDS is well suited to long 
distance remote sensing and open-path monitoring. In this work we present CLaDS experimental setup for remote 
sensing of nitric oxide using 5.2 μm quantum cascade laser. System performance as well as advantages and limitations 
are discussed. 

Keywords: spectroscopy, dispersion spectroscopy, CLaDS, mid-infrared spectroscopy, optical heterodyning, gas 
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1. INTRODUCTION  
Laser technology offers unique capabilities that allow for remote, non-invasive chemical sensing. The invention of 
quantum cascade lasers (QCLs), which are compact semiconductor laser sources, allowed for development of small foot-
print instrumentation that can access the strongest fundamental molecular absorption bands in the mid-infrared between 
3 and 12 μm [1]. Access to this spectral region enables ultra-sensitive concentration measurements with minimum 
detection limits ranging from part-per-million by volume (ppmv) down to parts-per-trillion by volume (pptv) depending 
on target molecules and detection methods used [2]. In the last decade a significant progress in mid-IR technology has 
led to transfer of the QCL-based sensors from laboratories to the field.  

While QCL-based single-point, extractive sensors have been extensively studied [3, 4] and are becoming available 
commercially [5, 6], remote sensing with QCLs has been limited to basic studies in a direct laser absorption 
spectroscopy configuration [7]. Thus new technologies with higher immunity to returned optical power fluctuations are 
needed to enable longer distances and applications of topographic targets in place of retro-reflectors. This can be realized 
when molecular sensing is based on phase-related dispersion measurements instead of absorption sensing, which relies 
on intensity detection.  

In this paper we present a chirped laser dispersion spectroscopy (CLaDS) technique [8] for remote detection of 
chemical species. CLaDS is based on detection of the optical dispersion associated with the target molecular transitions. 
This makes it suitable for remote trace-gas detection in environments with large transmission fluctuations. In the 
following sections a theoretical background of CLaDS, the signal and noise performance as well as examples of 
ultrasensitive detection of nitric oxide (NO) are presented.    

2. CLaDS - THEORY  
Interaction of light with matter in the vicinity of an optical resonant transition of the irradiated medium results in 
absorption and dispersion of the transmitted light wave. For a given sample, knowledge of the frequency dependence of 
the absorption coefficient allows the evaluation of the dispersion via the Kramers-Kronig transformation, which relates 
the refractive index n(ω) and the absorption coefficient α(ω) of a sample as: 
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 ݊ሺ߱ሻ ൌ 1  గ  ఈሺఠᇱሻఠᇱమିఠమ ݀߱Ԣஶ , (1) 

where c is the speed of light and ω the optical angular frequency.  

Molecular sensing using dispersion measurement is more challenging than probing the absorption, but it also presents 
important advantages. For example commonly used gas detection methods such as direct absorption measurements or 
wavelength modulation spectroscopy (WMS) are sensitive to changes of the optical power that arrives to the detector. In 
contrast, if we analyze dispersion by detecting the phase of the light, intensity independent measurement can be realized. 
This feature is particularly important in open-path remote sensing application where the amount of light that reaches the 
photodetector can strongly fluctuate due to transmission variations or turbulence.  

In this paper we present a chirped laser dispersion spectroscopy (CLaDS) system adopted for remote molecular 
sensing applications. The arrangement of the optical system used to demonstrate this technique is shown in Fig. 1a. A 
beam from a frequency-chirped QCL is divided into two frequency-shifted beams using an acousto-optical modulator 
(AOM). The 0th and the 1st order fields can be expressed as two electromagnetic waves: 

ଵܧ  ൌ ݐଵcosሺ߱ଵܣ െ ߮ଵሻ, (2a) 

ଶܧ  ൌ ݐଶcosሺ߱ଶܣ െ ߮ଶሻ, (2b) 

with A, ω, and ϕ being the amplitude, the optical angular frequency, and the phase of the two fields, respectively. The 
two fields are recombined into one dual-frequency beam using a Mach-Zehnder interferometer arrangement. When the 
fields are overlapped at the detector plane, a photocurrent produced is proportional to: 

ܫ  ן ଵଶܣ  ଶଶܣ  2AଵAଶ cosሾሺ߱ଵ െ ߱ଶሻt െ ሺ߮ଵ െ ߮ଶሻሿ ൌ ଵଶܣ  ଶଶܣ  2AଵAଶ cosሺԄሻ, (3) 

where the third term is the time-dependent beat term oscillating at the difference frequency Ω = ω1 - ω2. Assuming that 
the instantaneous optical angular frequency of a laser is linearly chirped with the chirp rate S, it can be expressed as: 

 ߱ሺݐሻ ൌ ߱   (4) .ݐܵ

By taking it into account and by introducing an additional phase shift acquired during the propagation through the 
optical system the two fields can be expressed as: 

ଵܧ  ൌ ଵܣ cos ቂ߱ · ሺݐ െ Δݐଵሻ  ଵଶ ܵ · ሺݐ െ Δݐଵሻଶቃ, (5a) 

ଶܧ  ൌ ଶܣ cos ቂ߱ · ሺݐ െ Δݐଶሻ  ଵଶ ܵ · ሺݐ െ Δݐଶሻଶ െ Ω · ሺݐ െ Δݐଶሻቃ  (5b) 

where Δt1 and Δt2 are times required for each wave-front to reach the detector plane. The time dependent phase of the RF 
beatnote becomes: 

 ߶ሺݐሻ ൌ ሾΩ  ܵ · ሺΔݐଶ െ Δݐଵሻሿݐ െ ΩΔݐଶ  ߱ · ሺΔݐଶ െ Δݐଵሻ െ ଵଶ ܵ · ൫Δݐଶଶ െ Δݐଵଶ൯. (6) 

By applying frequency demodulation the instantaneous frequency of the RF beatnote ݂ሺݐሻ ൌ ଵଶ ୢథୢ௧  can be determined. 
This instantaneous frequency can also be expressed as a function of the optical frequency as:  

 ݂ሺ߱ሻ ൌ ଵଶ ቄΩ   ௌ·Δ െ ௌ · ߱ · ቀୢୢఠቚఠିΩ െ ୢୢఠቚఠቁቅ , (7) 

where ΔL is the path length difference between the two interferometer arms, LC is the total optical path length within the 
sample and n is the refractive index. Equation 7 shows that the RF beatnote at the carrier frequency Ω contains 
information about the optical path difference ΔL as well as about the dispersion occurring along the optical path length 
Lc. When ΔL is set to zero the frequency demodulation of the RF beatnote at the frequency Ω provides a baseline-free 
signal, which is additionally enhanced by the chirp rate S and by the optical frequency ω. More importantly, the 
dispersion signal does not depend on the amplitude of the heterodyne beatnote, and hence is strongly immune to changes 
in the optical power that reaches the detector. Additionally the dispersion exhibits linear dependence on the 
concentration of the target species, which allows for a large dynamic range of concentration measurements without 
affecting the actual precision of the instrument. Figure 1b shows the simulation of the peak absorption and the peak 
dispersion signal for NO transition at 1906.7 cm-1 for concentrations between 0.025 and 0.5 % of NO in N2 mixture. 
When detecting high concentration samples (or by increasing the optical path) the Beer-Lambert law becomes non-linear 
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and small changes in concentration can no longer be measured. This limits the achievable accuracy for high sample 
concentrations using conventional absorption methods. In contrast, the peak amplitude of the dispersion signal is 
proportional to the concentration throughout the entire range of sample transmission. This feature is particularly 
important in long-distance mid-IR sensing when path-integrated absorption may be relatively high.  

    
(a) (b) 

Figure 1. (a) A diagram of an experimental set-up; (b) peak absorption and dispersion signals calculated using 
HITRAN database for NO transition at 1906.7 cm-1 as a function of sample concentration (pressure = 760 Torr, 
chirp rate S = 0.5 MHz/ns and path length = 1 m). 

3. Remote CLaDS - EXPERIMENT  
A continuous wave 5.2 μm distributed feedback QCL was used in the experiment. The QCL optical frequency was 
chirped quasi-linearly by applying a triangular modulation of the injection current. The two frequency-shifted beams 
generated by a germanium AOM driven with a 50 MHz signal were recombined into one and directed towards a retro-
reflector. A gas cell filled with the NO/N2 mixture was used as a sample. The cell was placed in front of the retro-
reflector, approximately 10 m away from the system. The returning light was collected with a telescope and focused onto 
a fast thermoelectrically cooled mercury cadmium telluride photodetector. An RF spectrum analyzer was used to 
perform frequency demodulation of the RF beatnote. 

3.1 Amplitude of the CLaDS molecular dispersion signal  

The CLaDS molecular dispersion signal produced in the vicinity of the molecular transition is described by Eq. 7. The 
amplitude of this signal is proportional to the chirp rate S, which is especially significant when QCLs that can exhibit 
high frequency chirp rates are used [3]. In order to demonstrate how the amplitude of the dispersion signal depends on 
the chirp rate we varied the frequency of the triangular QCL current modulation added to the QCL bias current. By 
creating a small well defined path difference in the interferometer (ΔL in Eq. 7) we were able to precisely determine the 
chirp rate for each measurement before the sample gas cell was placed within the optical path. The laser wavelength was 
tuned to target an NO doublet around 1906 cm-1 and a peak-to-peak value of the dispersion signal amplitude in the 
spectrum was measured. A 12.5 cm-long cell was filled with 0.8% of NO, 99.2% of N2 at a total pressure of 5 Torr.  

Figure 2 shows the results after averaging 500 consecutive scans for chirp rates between 20 kHz/ns and 1325 kHz/ns. 
Signals for the smallest and the largest chirp rate used are presented in Fig. 2a; whereas Fig. 2b shows the linear fit of the 
dispersion signal amplitude vs. chirp rate. Fig. 2a clearly shows that if the acquisition parameters (such as acquisition 
bandwidth, FM detection bandwidth, etc.) are adjusted accordingly, the change in the scanning rate does not affect the 
spectral shape of the dispersion line and only enhances the signal amplitude. The experimental data show a well-defined 
linear dependence and are in excellent agreement with the theoretical predictions based on Eq. 7. 
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(a) (b) 

Figure 2. (a) Dispersion signal measured for the fastest and the slowest chirp rate; (b) amplitude of the dispersion 
signal vs. chirp rate. Measured data (black dots) show linear dependence (red line –linear fit with R2 = 0.9995). 

Based on these observations the CLaDS measurement process is primarily limited by two factors: 
- The maximum chirp rate may be limited by the laser source itself or by a finite bandwidth of the laser current 

controller, 
- High chirp rates require wider bandwidth hence the chirp rate is limited by the frequency shift of the AOM (the 

bandwidth of CLaDS signal should be smaller than carrier frequency) and by the maximum bandwidth of the 
frequency demodulator. 

3.2 Noise performance in CLaDS 

Although increasing scanning speed results in higher amplitude of the CLaDS signal, the signal to noise ratio (SNR) 
shows a significantly more complex relationship. The reason is that the noise in CLaDS is also affected by the chirp rate 
both in a direct and an indirect way. A direct impact of the chirp rate on the noise is through ‘fringe noise’ caused by the 
presence of unwanted interferences that result in parasitic fringe signal. In our system the broadband antireflective 
coatings on the AOM are unable to fully prevent the formation of the etalon between the front and back facets of the 
AOM. A Fabry-Perot cavity affects both the intensity and phase of the light, thus it produces fringes also in the 
dispersion signal measured by CLaDS. If the fringe pattern contains features comparable to the target absorption lines it 
becomes hard to distinguish and thus it should be considered as noise. The indirect impact of the chirp rate on the total 
noise in CLaDS is related to the effective bandwidth of the dispersion signal. Faster chirp rates cause the bandwidth of 
the modulating dispersion signal to increase, which in effect requires larger demodulation bandwidth BW. The theory of 
FM-modulation clearly shows that noise at the output of an FM-demodulator grows as BW2 [9], thus it must be taken 
into account especially at higher chirp rates. We also observed an instrumental noise contribution that is independent of 
the chirp rate. This noise is concentrated at low frequencies and the origin of this noise requires further investigation. 
However, for any practical acquisition bandwidths it can be considered as a constant random noise contribution within 
the total noise observed. 

In order to evaluate the noise performance of the CLaDS system we have analyzed how the noise level depends on the 
chirp rate. Figure 2b shows a linear dependence of the CLaDS signal amplitude vs. chirp rate that was calculated based 
on a set of measurement results. The same experimental data is used to find how the noise depends on the chirp rate. For 
this analysis we define the noise as standard deviation of the CLaDS signal measured away from the molecular 
transition. Results are shown in Fig. 3a. For each measurement point the demodulation bandwidth BW was adjusted to 
keep the BW/S ratio constant, which assures sufficient bandwidth for the signal demodulation and results in the same RF 
spectral resolution.  

Since the origins of the noise components are different we have fitted the data with the function N = f(S) = 
((A·S2)2 + C2)0.5 + B·S, where A, B and C are the coefficients that describe the contribution of, the demodulation noise, 
the fringe noise and the constant instrumental noise contribution, respectively. The fitting yields A=0.63e-3, B=67.6e-2 
and C=13.8 and shows excellent agreement between the data and the proposed model. Additional measurements in 
which only one parameter (chirp rate S or demodulation bandwidth BW) was being changed while the other was kept 
constant confirmed that fringe noise and demodulation bandwidth change (which is proportional to S) are responsible for 
the linear and the quadratic contribution respectively. The coefficients A, B and C clearly show that in the presented 
setup total noise is dominated by fringes.  
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     (a) (b) 

Figure 3. (a) Noise measured as a standard deviation of the dispersion signal away from the molecular transition 
vs. chirp rate. Acquisition bandwidth was adjusted for each scanning speed to minimize noise associated with 
frequency demodulation. Polynomial fit is shown; (b) SNR for measured data (black) and SNR calculated 
assuming fringe noise is removed (blue). Both extrapolated to 1 m pathlength and 1 s averaging time.  

Figure 3b shows the calculated SNR for the measured data after extrapolation to the integration time of 1 second. 
However, such a simple extrapolation assumes that noise is purely Gaussian. Unfortunately, fringe noise is not random 
and cannot be approximated this way, but such an approach gives an ultimate SNR limit in case the fringe noise is also 
reduced. Based on the previously determined coefficients A, B and C we can calculate the ultimate SNR. As shown in 
Fig. 3b the SNR calculated this way suggests that with fringe reduction it should be possible to increase the SNR by one 
order of magnitude. It also shows that for the optimum chirp rate an SNR of more than 75000 can be expected, which 
corresponds to a minimum detection limit of 0.1 ppm for 1 m pathlength and 1 s averaging time. 

Optical fringe reduction  

If the optical interfaces that contribute to fringe formation have been identified a simple way to remove fringe noise is by 
varying the etalon length while averaging the measurement results. This method is usually realized by putting one of the 
elements that forms the unwanted cavity on a piezo-controlled stage to modulate the length of the etalon [10]. In the 
present setup fringes are generated within the AOM and the only way to change its optical length is by changing its 
operating temperature (etalon tuning through thermal expansion or refractive index change). This method enables 
significant improvement of the SNR in our system. Figure 4 shows two spectra: one acquired in stable conditions and 
one acquired after temperature of the AOM was varied. The concentration of the NO for this measurement was reduced 
to approximately 0.1% NO in N2 and the pressure was set to ~10 Torr. The wavelength of the laser was tuned to target 
the transition at 1906.7 cm-1. In both measurements the chirp rate was set to 420 kHz/ns and 10000 scans at 25 kHz 
repetition rate were averaged (with a total acquisition time of 400 ms). The demodulation bandwidth was set to BW = 5 
MHz to assure sufficient number of measurement points for accurate data fitting.   

 
Figure 4. Dispersion signal measured in stable conditions (blue dots) and when temperature of the AOM was 
varied during data acquisition (red dots). Significant fringe noise reduction is obtained. Fitting of the spectrum 
with fringe-reduction is shown (black line) and SNR of 452 was achieved (calculated as amplitude of the fit 
divided by the standard deviation of the data measured away from the NO transition). 
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These AOM temperature variations result in fringe reduction by ~16 times. The total noise measured was reduced from 
340 Hz before to 41 Hz after the fringe-reduction technique was applied. The total gas pressure of 8.99 Torr and the NO 
concentration of 1124 ppm were retrieved by fitting the fringe-free data. Although fitting of the data with fringes is also 
possible, performing the fringe reduction has two advantages: (i) some essential features of the signal may be interfered 
by fringes thus the confidence of the fitting is higher after fringe reduction and (ii) lack of fringes allows for 
simplification of the fitting process, especially when one of the parameters is known (e.g. when pressure is known 
measurement of the amplitude might be enough to determine the concentration without the fitting process, which is time 
consuming). SNR observed in the dispersion spectrum after the fringe-reduction is 452, which correspond to a minimum 
detection limit of 0.39 ppm for 1 m pathlength and 1 s averaging time. This result is consistent with the value predicted 
by the SNR simulation shown in Fig. 3b if we take into account that: 1) fringes were not removed fully, 2)  we have used 
a different chirp rate (higher chirp rates give better results when fringes are only partially removed), and 3) there were 
different gas pressures used in the two presented experiments (in dual-frequency CLaDS that is presented in this paper, 
pressure-broadening of the absorption line affects the amplitude of the CLaDS signal measured at a fixed AOM 
frequency shift). 

Impact of the beatnote power on noise 

As mentioned in previous sections, the amplitude of the dispersion signal does not depend on optical power, thus it is 
highly immune to changes of the total detected laser power. This property of CLaDS was demonstrated in Ref. [8, 11]. 
Noise, however, has a slight dependence on the power of the beatnote. The noise in the FM-demodulated signal 
increases when the carrier to noise ratio (CNR) is decreased but as long as the CNR is above a certain level required for 
accurate FM demodulation the effect on the observed SNR is very small [9]. To explore how change of the CNR level 
affects the SNR in CLaDS the noise was measured at different powers of the heterodyne beatnote, ranging from 0dBm to 
-30dBm. Four spectral scans performed at different power levels far away from the molecular transition are shown in 
Fig. 5.  

 
Figure 5. CLaDS dispersion spectra measured away from molecular transition acquired at different RF powers of 
the heterodyne beatnote (spectra are offset in y-axis for clarity).  

The measurement in Fig. 5 were acquired in similar conditions as previously used (chirp rate = 420 kHz/ns, BW = 5 
MHz, 10000 consecutive scans averaged). The observed noise is below 50 Hz for heterodyne power level of 0 dBm and 
increases by 1.3 dB, 2.5 dB and 5.4 dB for RF powers of -10 dBm, -20 dBm and -30 dBm respectively. Only small 
(<3dB) deterioration of the SNR is observed when the CNR is reduced by more than 20 dB. The minimum detection 
limit stays below 1 ppm (for 1 m pathlength and 1 s averaging time) even when the RF beatnote power is decreased by 
~30 dB. At the same time signal amplitude remains unaffected (as shown in Ref. [8, 11]). These properties enable 
utilization of low-cost retroreflectors or natural topographic targets for back-scattered/reflected light detection and prove 
the suitability of CLaDS for remote long-distance and open-path sensing applications.  

4. CONCLUSIONS 
In this paper an optical heterodyne detection-based spectroscopy method was described. The theoretical background of 
CLaDS and its suitability for remote detection was introduced. The CLaDS signal and noise performance were analyzed 
experimentally using a mid-IR QCL targeting the transition at 1906.7 cm-1 in the fundamental ro-vibrational band of 
nitric oxide around 5.2 μm. We have found that fringes are the main limitation of the minimum detection limit in the 
presented system. A technique of fringe removal based on randomization of the parasitic etalon pattern followed by a 
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subsequent averaging enables significant SNR improvement and allows for ultra-sensitive NO sensing. The impact of 
the heterodyne beatnote power on CLaDS noise performance was analyzed. It was shown that since the dispersion signal 
in CLaDS is retrieved using frequency demodulation, the reduction of the beatnote (carrier) power level has small 
impact on the SNR. This feature of CLaDS makes it well suited for open-path remote sensing of chemical traces even in 
environments that show high transmission fluctuations (i.e. due to particulate matter or turbulence). 
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